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Outline
Part 1: Why are we here today talking about ethics at data science meetup?

● Are data and automated systems neutral?
● Examples

Part 2: Towards thinking ethically - open problems

● How can we incorporate ethical approaches into our work?
● What issues require further thought and discussion?



Common Assumptions Data & Automated Systems 

● Objective 
● Neutral 
● Straightforwardly represent 

reality 



Data - misconceptions and (incorrect) assumptions 
● Objective 
● Neutral 
● Straightforwardly represent reality 



Data in reality 

● As subjective as humans recording it
● Political 
● Messy
● Often incomplete 
● Sometimes fake 
● Full of complex human meanings  



“Data and data sets are not objective; they are creations of human design. 
We give numbers their voice, draw inferences from them, and define their 
meaning through our interpretations. Hidden biases in both the collection and 
analysis stages present considerable risks, and are as important to the 
big-data equation as the numbers themselves.”

(Crawford, 2013)



Data often reflect existing societal inequalities, 
norms and practices 





People make important choices 

●
●
●
●

…



Bias 





Machine Bias 





Machine Bias









Not a day goes by without tech companies making headlines 













“I’m just an engineer”

(February 2018 Researchers from UCLA presented a paper on predictive 
policing)







Question 1



Towards thinking ethically…

Question 2





Towards thinking ethically 

Representation and diversity matter

Both in your dataset and your team/perspectives 

It’s never going to be a solved problem - continuous revision, learning and 
updates crucial  



Ethical Machine Learning - Katharine Jarmul 
https://www.youtube.com/watch?time_continue=3&v=Y0KMK1tfQ3A 

https://www.youtube.com/watch?time_continue=3&v=Y0KMK1tfQ3A


Algorithmic Justice League - run by Joy Buolamwini. Report algorithm bias, participate in testing software for inclusive training set, or 
simply donate and contribute raising awareness about existing bias in coded systems. 

https://www.ajlunited.org/support


Auditing Algorithms: a useful website for those teaching/interested in accountability in automated systems

http://auditingalgorithms.science/


Calling Bullshit offers various resources and tools for spotting and calling bullshit with relation to data, 
models and more 

http://callingbullshit.org/index.html


fast.ai a project that aims to increase diversity in 
the field of deep learning and make deep 
learning accessible and inclusive to all

http://www.fast.ai/


FAT/ML is a website on Fairness, Accountability, and Transparency in Machine Learning with plenty of resources and 
events, run by a community of researchers

https://www.fatml.org/


Books 



Resources on automated systems and bias  
https://abebabirhane.wordpress.com/ 

https://abebabirhane.wordpress.com/

